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Abstract

e Harmonics of Usability: A Quartet of Implications for
e  Interface  Design  explores  how  usability  in

ware  systems  can  be  orchestrated  to   better  serve  real-
world  user  needs.  Drawing  on  the  foundational  ideas  of
three  masterful  “conductors”  — s  Gilbert,  John
Bowie, and Genichi Taguchi — this article proposes a cus-
tomer-centered  approach  to  interface  design  that  distin-
guishes between primary user goals (Job 1) and secondary,
system-imposed tasks (Job 2).

With the advent of AI as a fourth “conductor,” the article
examines  how AI  can  help  reduce  cognitive  burden,  sur-
face  user  pain  points,  and  support  more  intuitive  system

.  A  set  of  practical  recommendations  and  case
examples  illustrates  how design teams can collaboratively
use AI to emphasize Job 1, simplify or eliminate Job 2, and
elevate user satisfaction. e article argues for a shi  away
from  treating  usability  as  an t  and  toward
building clarity, performance support, and contextual intel-
ligence into systems from the outset.

Keywords: A/B testing; l intelligence (AI); Context-

sensitive help (or  contextual  guidance);  Domain knowl-
edge; Human-centered design; Job 1; Job 2; Performance
support; Personas; Scenario; Usability; Use case; User expe-
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Introduction

In  the  world  of  usability, s  Gilbert,  Genichi  Taguchi,
and John Bowie — experts in human performance, quality en-
gineering,  and  information  engineering,  respectively  —  are
singing  three-part  harmony.  Despite  their  distinct  domains
and  generational ,  their  perspectives  converge  in
ways that suggest they could jointly conduct the entire orches-
tra of e development. s article examines the contri-
butions  each  individual  has  made,  directly  or  indirectly,  to
the  domain  of e  usability.  It  considers  how  planning
factors, design criteria, and information presentation can pro-
foundly t  the  experiences  that  customers  routinely  have
with . We’ll  draw from their philosophies to explore
how their ideas apply to user experience (UX) design. Toward
the end, we’ll also introduce a fourth conductor: l in-
telligence.  Incorporating  AI  advice  into  interface  design  can

bring the entire classical experience into modernity.

We’ll examine AI’s role in supporting Bowie’s ideas about pri-
mary  and  secondary  user  tasks  when  interacting  with
ware  — a  structured  approach  that  bridges  the  gap  between
user-centered  and  system-centered  design  objectives.
pragmatic,  people- focused framework draws  a  sharper  dist-
inction between what users want to do and what systems ex-
pect them to do, and explores how AI can act as a mediator.
It’s  a  perspective  that  appears  to  be  underrepresented in  the
current AI/UX literature. h this lens, all members of a

e team, including technical communicators, can unite
around shared priorities for improving customer experiences
and business outcomes. From these foundations, four
recommendations  emerge. e  are  practical  strategies  that
can  help  teams  reconcile  the g  demands  of
complex  systems  and  the  real  people  who  use  them.

Figure 1: Our three master conductors

Gilbert's Libretto

In  his  masterwork,  Human  Competence:  Engineering  Wor-
thy Performance (1996), Gilbert emphasizes that adapting en-
vironments  to  people  is  far  less  costly  than trying to  modify
people to suit their environments. Carefully designing and op-

timizing tools and working conditions requires much less ef-
fort than asking people to learn new skills.

A  pioneer  in  human  performance,  Gilbert  notes  that  while
training can be , it’s also expensive. If tools and other
environmental  variables  can  be  designed  to  support  perfor-
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mance, it reduces or eliminates the need for training. He com-
ments, “It is well to make sure that we don’t end up training
people to use tools that could be redesigned, or to memorize
data they don’t need to remember, or to perform to standards
they  are  already  capable  of  meeting  and  would  meet  if  they
knew what these standards are” (p. 91). Instead, he argues, we
should  reduce  environmental  complexity  so  people  can  suc-
ceed with minimal instruction.

Training, Gilbert explains, requires deliberate structure — re-
alistic practice, job aids such as checklists, and sustained rein-
forcement.  Without  these,  learning  is  fragile,  transient,  and
ephemeral.  He further observes that training is best reserved
for closing genuine knowledge gaps that remain r environ-
mental changes — such as systematically removing obstacles
to success — have been exhausted.

Given how quickly knowledge fades and how frequently work-
ers  turn  over,  organizations  should  focus t  on  improving
environmental variables. Well-designed systems reduce train-
ing needs, lower costs, and boost morale.

In  short:  Optimize  the  environment .  If  people  can  suc-
ceed without having to expand their knowledge, everyone ben-

Bowie's Aria

From the standpoint of  information design,  as  Bowie asserts
in  his  insightful  article,  Customer-Driven  Project  Manage-
ment (2003),  the singular goal of e should be helping
people do their primary jobs. Primary jobs consist of the func-
tions  people  were  performing,  or  trying  to  perform,  before
turning to the e for assistance. Bowie refers to those ac-
tivities as Job 1. y consist of the main roles and responsi-
bilities that people carry out in s such as accounting, nurs-
ing, forestry, and graphic arts, for example.

By enabling people to perform Job 1 y and
ly, e  can  help  us  achieve  something  far  better,  faster,
or cheaper than we can otherwise accomplish on our own.

In contrast, everything else that e requires us to do is
what Bowie labels Job 2. s is new work created by the
ware  itself,  such  as  installing,  setting  up, ,  learn-
ing, troubleshooting, and maintaining the system. In Bowie’s
view, any Job 2 task represents a waste, as it distracts us from
accomplishing our primary Job 1 mission.

System designers, Bowie notes, must decide which operations
the hardware will perform, which operations the e will
perform, and which tasks will  be relegated to people — such
as employees or customers. Ideally, this process should aim to
reduce or eliminate the cognitive burden on humans. Too of-
ten, however, a lazy system design process hands the users un-
necessary,  time-wasting  Job  2  tasks  that  could  have  been
more  elegantly  incorporated  elsewhere.

As Bowie posits,  “Far more common, however,  are products
that lead their customers down a circuitous path to get to the
Job  1  Result. e  products  construct  roads  full  of  danger-
ous curves,  detours,  dead ends,  and obstacles through which
the  customer  must  navigate  to  reach  Job  1.  If  the  road  be-
comes  too t  and  time-consuming,  the  customer  will
simply  turn  back  and d  another  road  (product).  Even  if
they  stay  the  course  and reach  the  Job  1  Result,  chances  are
high  that  many  customers  will  avoid  using  the  same  road
again  and  will  advise  others  to d  an  alternate  route.”

As  summarized  in  Figure  2,  Bowie’s  insights  underscore  the
need to  build  systems that  streamline core  tasks  while  mini-
mizing frustrating busywork. Otherwise, the systems risk un-
dermining the very value they were supposed to provide.

Early Rehearsals

In his article, AI + UX: Design for Intelligent Interfaces, Basu 

start using your product. We want to make sure our users trust 
-

stand how it works (to a reasonable extent), and are able to 
-

sarily need a tutorial or crash course to use the product (unless 
it’s really that specialised). We also don’t want them to have to 
verify the results through Google, ChatGPT, or another ‘better’ 
tool.”

In the early days of computing, programmers were the princi-
pal users. People with expert technical knowledge painstaking-
ly performed the actions that today's computers make largely 
transparent. Complex logic circuits required advanced knowl-
edge and detailed instructions for every task. During that era, 
computer use was a daunting and highly specialized endeavor.
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Over time, as hardware and e grew more sophisticat-
ed, the burden d from people to machines — making to-
day’s  computers  far  easier  for  everyday  users  to  operate.  In
any  given  domain,  knowledge  previously  held  by  just  a  few
specialists  can  be  embodied  directly  into  the  system.
kind of transformation enables people with far less technical

and subject matter expertise to access a wide variety of newly
available information.

e s  accrue,  however,  only  when  the  systems  that
embody  the  now-accessible  knowledge  are  user-friendly
enough  to  help  people l  their  Job  1  goals.

Figure 2: Job 1 vs. Job 2 – A tale of two missions

Waiting for the Curtain to Rise

Today’s technological trends should continue g the bur-
dens from customers to systems. e should know how
to transparently install, , troubleshoot, and maintain
itself with little or no input from users. It should also intelli-
gently provide us with just-in-time support for Job 1. Failure
to  ease  customers’  Job  2  burdens  can  result  in  undesirable
business consequences for manufacturers.

Yet in reality, Job 2 burdens still  exist in many products and
systems. e design has not universally evolved to elimi-
nate  Job  2.  Developers n  conform  to  existing  norms  in-
stead of challenging them. Whether we’re dealing with sprawl-
ing ERP (Enterprise Resource Planning) systems or small
ware  apps,  our  collective  mindset  seems  to  dictate  that
ware systems follow familiar patterns. We therefore continue
to accept Job 2 as an inevitable hassle.

Octaves of Distraction

Even for experienced users, few interfaces are fully self-expla-
natory, so some kind of support is necessary. Figure 3 shows a
spectrum  of  assistance  strategies,  from  low-disruption aids 
like tool tips and embedded instruction to high-disruption op-
tions like classroom training.

Job 2 annoyances could become all but extinct if manufactur-
ers learn from their design mistakes. As Bowie observes (2003), 
“It takes great courage for project managers and company 
executives to make Job 1 the #1 project objective. Several years 
ago, Western Digital demonstrated their commitment to Job 1 
by delaying shipment of a new line of consumer hard disk 
drives when they discovered customers were likely to fail in the 
installation process, a Job 2 requirement. . . . While disas-
trous from  a  revenue  perspective, the  decision  to  hold the  

drives until the fatal �aw in the customer design could be �xed 
saved millions in support and warranty costs and avoided a 
customer loyalty meltdown.”
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Figure 3: A spectrum of user assistance options

s e  shows that  the  least  distracting  methods  are  also
the  most . e  options  on  the  le  side  demand  far
fewer  interruptions  of  attention  than  those  on  the  right.

s because of their proximity to the point of need and the
degree of integration with the task at hand. For example,

More ideal support includes information and devices
that  are  highly  relevant  and  accessible  within  the
interface. e  types  include  tool  tips,  context-
sensitive help, embedded assistance, decision support
tools, and just-in-time domain knowledge.

Less  ideal  support,  even  if  relevant  to  the  task,
requires  more  steps  and  breaks  in  concentration.

e  types  include  the  guidance  found  in  user
manuals,  online  help,  training  tutorials,  and
classroom  training  (either  on-  or . e
training  can  be  especially  disruptive  as  it  usually
involves some kind of logistics and scheduling, yet it
doesn’t necessarily improve performance.

Economic Cacophony

From  a  business  standpoint,  Job  2  is  nothing  but  overhead.
Every minute users spend on system installation, setup, trou-
bleshooting,  or  training  is  a  minute  not  spent  carrying  out
their  primary  roles. e  only l  winners  are  the
ware vendors — unless Job 2 becomes so frustrating that it af-
fects sales — and the third parties who are traditionally relied
upon to close the gap between the system and the user.

For instance, technical communicators, trainers, and support
centers n  serve  as  cognitive t  responders. y  patch

d designs with user manuals, tutorials, and troubleshoot-
ing support for inadequate features or system bugs.

Out  of  necessity,  the  training  industry  remedies
weaknesses by designing courses that supply missing informa-
tion and teach users known workarounds for system idiosyn-
crasies. s constant need for help represents the cost of not

Product creators ignore all of these concerns at their peril. A
company’s  bottom  line s  if  it  fails  to  heed  the  lessons
emerging  from  its  customer  complaint  database  or  from  in-
creasing customer returns.

Taguchi’s Tune

e costs aren't just internal. Enter Genichi Taguchi, whose
timeless  work  on  measuring  product  quality  appears  in
Taguchi  Techniques  for  Quality  Engineering  (Ross,  1996).
His  model  illustrates  how  deviations  from  optimal  quality
cause economic harm — not just to individual users but to so-
ciety. e mechanics of the model are most powerfully sum-
marized  in  simple  language: e  farther  product  or  service
performance  strays  from  perfection  (where  the  producer’s
and customers’  needs  are  balanced),  the  greater  the  negative
impact on society, from inconvenience to large-scale failure.

Taguchi’s  insight lies in showing how s multiply beyond
individual costs. As Ross explains, if  a thief steals $10, socie-
ty’s net loss is zero — the victim loses and the thief gains. But
if  a  product’s  defects  cost  the  customer  more  than the  com-
pany saves, the result is worse than , as it imposes an un-
compensated cost on society. e ripple s can escalate
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quickly,  dramatically,  and n invisibly,  leading  to  damage
far greater than a single failed transaction.

Such  negative  consequences  vividly  illustrate  the  underlying
philosophy of the Taguchi loss function, which measures the
economic  losses  to  society  caused  by  poor-quality  products
and  services.  To  remedy  this  pervasive  problem,  Taguchi’s
model  champions  a  relentless  variability  prevention  and  re-
duction strategy. Two key tenets of this strategy emphasize:

1. Identifying and categorizing factors that contribute to varia-
bility. One category comprises control factors that can be ma-
naged,  such  as  material  type,  temperature,  and  pressure.  In
contrast,  noise  factors  are n  too t  or  expensive  to
control  during  production  or  operation,  such  as  user
ciency, environmental conditions, or component inconsisten-
cies.

2. Designing products to perform consistently and
even  when  noise  factors  are  present.  Rather  than  trying  to
eliminate all sources of variation — which may be impractical
or prohibitively expensive — the design process should focus
on minimizing their impact. s principle lies at the heart of
robust  design,  which  reduces  the  vulnerability  to  failure  un-
der unpredictable conditions.

To evaluate these factors systematically, Taguchi also advocat-
ed  an  iterative  design-of- experiments  (DOE)  methodology.

s technique uses structured experiments to test which de-
sign elements e  outcomes the  most,  and under  what
conditions.

Although  Taguchi’s  work  focused  on
products,  the  ripple s  he d  are  just as

Optimize user interfaces to handle a wide range of
user inputs — including incomplete, ambiguous, or
extreme  values  —  as  well  as t  device

Design test cases and scenarios that intentionally vary
conditions  to  surface  weaknesses. e  might
include  novice  and  expert  users,  intermittent
connectivity, or entering atypical or unexpected data
values.  Even  a d  form  of  DOE  can  help
expose  which  interface  elements  lead  to  user
confusion  or  error.

Minimize variability in performance by anticipating
how t usage patterns or data s will t
system stability or output quality.

Build  resilient  system  architectures  that  allow  for
graceful recovery when failures do occur, whether due
to resource limitations, power outages, or corrupted
inputs. s also means simplifying the architecture
wherever  possible  and  resisting  the  temptation  to
layer on complex features that are t to test or
validate.

Complex systems  — especially  those  with bespoke
components  or  custom s  —  can
eventually reach a tipping point, where the number of
variable combinations overwhelms the team’s ability
to test them thoroughly. As variability grows, so does
the risk that defects will escape detection until they
cause  costly  failures  in  the . s  why  the

e  development  process  should  embody  a
design-for-testability philosophy — keeping testability
front  and  center  as  a  constraint  on  what  can
realistically be accomplished in any given system.

To  apply  Taguchi’s  model  to ,  consider  this
scenario

You’re the plant controller  at  Acme Widget Company.  Over
the  weekend,  you're  tasked with  installing  a  business-critical
productivity system. e vendor promises an easy, error-free
installation  if  you  follow  the  instructions.  But  time  is  tight,
since your l year ends in 10 days. r that, support for
your current system ends, and all  attention will  shi  to clos-
ing the books. If the installation fails, you won’t have another
production break for two months — missing your window to

So,  you begin the  process  at  6:00  p.m.  Friday.  By 10:30 p.m.
Sunday,  you’ve  hit  multiple  snags:  vague  instructions,  unex-

and reduction approach should revolve around designing 
systems that are, once again, less vulnerable to noise factors, 
such as user errors, environmental challenges, or internal 
inconsistencies. For example, the design strategy should aim 
to:
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plained errors, no s tech support, and historical data
has  been  accidentally  overwritten.  Now,  alone,  exhausted,
and  under  pressure,  you  face  three  options:

Option 1: Give up. Restore Friday night’s backup and
treat the t as a total waste. Risk of loss: Most of
your weekend, the time you’ll ultimately spend on the
phone with technical support, and the time required
to attempt  the  installation again two months  from
now. e  are  also  unforeseeable  problems  once
your current system support ceases in 10 days, plus
the disadvantages and setbacks from being unable to
start the l year on the new system. e costs

Option 2: Hedge. Wait until 8:00 a.m. Monday to call
tech support, hoping to salvage the installation. Risk
of loss: Most of your weekend, plus the production
downtime while  you’re g  the  installation,  if
you’re lucky. If you’re unlucky, you’ll have to proceed
as explained in Option 1.

Option  3:  Gamble.  Push  forward  until  7:00  a.m.
Monday, hoping that through trial and error, you’ll

e  out  and  correct  every  problem  before  the
production  sta  arrives.  Risk  of  loss: e  entire
weekend, plus production downtime if it appears you
can’t  resolve  the  outstanding  issues  and  need  to
contact technical support at 8:00 a.m. Figure 4 helps
illustrate the stakes of this option.

Figure 4:

But the biggest  danger  lies  in what  happens when you think
you've  succeeded.  Even  if  the  gamble  appears  to  pay ,  it
could  nevertheless  introduce  subtle  data  corruption  involv-
ing:

Delayed detection.  New anomalies  may  surface  in

billing records a er going unnoticed for weeks. eir
discovery  will  require  you  to  reload  the  last  good
system backup from the Friday before your weekend
installation. n  you’ll  have  to  team up with  the

e vendor’s technical support to identify and x
the source of the problem, possibly with the help of an
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outside consultant. Several of your e sta  will be
paid overtime for weeks or months to manually re-
enter  hundreds  —  or  even  thousands  —  of
transactions from hardcopy records.

Customer  fallout.  Acme may need to  smooth out
billing errors with customers. Your sta  will have a
hard  time  explaining  mistakes  that  have  been
appearing on their invoices. In fact, several customers
become  irate  about  this  problem  and  stop  doing
business with you. Of course, they won’t be referring
any new sales your way.

Mounting costs. Your outside network management
company will be billing you many extra hours to work
alongside  the  paid  consultant  to  rectify  the
accumulating series of errors. Ultimately, you’ll need
three full months to recover. e get-well t will
cost tens of thousands of dollars, not including lost
business. And the kicker? e e itself cost only
$4,000 for eight licenses — yet the license agreement
holds the vendor harmless for any of these losses.

s  disaster  shows  how  a  poor  interface  design  can  derail
projects, alienate customers, drive up costs, and even threaten
a company’s future. Bargain-priced e can’t begin to
set  the  hidden  costs  of  Job  2  fallout. e  nightmare  out-
comes  are  even  more  likely  to  occur  with  complex  systems

In contrast, our goal should be to eliminate Job 2 dan-
gers and distractions altogether

Well-designed interfaces automate risky tasks like installation
and setup, embed n checks, and prevent errors be-
fore  they  multiply. t  means  understanding the  situations
in which users actually work. By researching the range of con-
ditions under which customers will be using our products, we
can focus on accommodating most, if not all, critical circums-
tances.

In  short,  Taguchi’s  ideas  on  reducing  variation  have  a  clear
corollary  in :  when  we  design  with  robustness  in
mind, we minimize the damage caused by unpredictable con-
ditions.  Even if  we can’t  anticipate  every scenario,  we can at
least strive to prevent subtle errors from snowballing into ca-
tastrophic failures — a lesson the Acme Widget saga unders-

cores all too well.

Recommendations  for  Transforming  Inter-
face  Design

As we move into the grand ,  our three master  conduc-
tors  have  composed  a  compelling  arrangement  with  unfor-
gettable  lyrics.  But  will  the  audience  pay  to  attend  opening
night?

e usability — or the lack of it — carries major econom-
ic  and  societal  consequences,  far  beyond  the  system’s  initial
cost. While some forward-thinking companies embrace inter-
face clarity and simplicity, too many still remain stuck in old
patterns. e question is whether we’ll continue accepting the

But  now,  a  fourth  conductor  has  taken  the  podium:
AI

Although  not  a  replacement  for  human  insight,  AI s  a
new kind of collaboration. For example, AI can amplify each
key contributor’s strengths by handling labor-intensive tasks.
It can surface patterns across sprawling collections of content,
and then propose options that balance design criteria with the
customers’ real-world goals. Whether you're g
cations, proposing UI , or revising user guides, AI
can  help  translate  Job  1  thinking  into  tangible  outputs  —
faster  and  more  holistically  than  before.

An overview of  some of  the primary AI tools  recommended
by the UX Design Institute for achieving these goals appears
below.  AI  tools  for  user  experience  design  typically  fall  into
several  useful  categories,  such as  streamlining design,  antici-
pating  user  needs,  or  reducing  users’  cognitive .  Taken

When it comes to transforming so�ware interface design, the 
traditional key contributors — developers, performance 
specialists, interface designers, and technical communicators 
— have long played distinct but complementary roles. Each 
can help move so�ware systems closer to human-centered 
ideals by embedding Job 1 domain knowledge, minimizing or 
eliminating Job 2 burdens, and rethinking documentation.
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together,  they can help teams produce much more satisfying
and productive user experiences. For example:

Generative design assistants  (such as  Galileo AI or
Uizard) can take written descriptions of a screen or
feature and instantly generate visual mockups. s
speeds up the process of trying out t design
ideas without needing to build each one from scratch.

User behavior analytics platforms can predict which
parts of a screen are likely to draw attention or cause
confusion. s helps teams adjust layouts, wording,
or placement of key elements so users don’t get stuck
or distracted. Examples include Neurons or Attention
Insight,  which  analyze  user  behavior  and  can  also
detect user sentiment.

Large language models (LLMs), such as ChatGPT, can
process large amounts of messy or unstructured input
—  like  user  interviews,  training  transcripts,  or
meeting notes — and turn it  into something more
usable.  Examples  include  step-by-step  task
descriptions  or  working  outlines  for  help  content.

Recommendation  engines  can  personalize  user
interfaces  based on past  behavior  or  peer  patterns,
helping users reach Job 1 outcomes more intuitively.

Now that  we’ve explored what  AI can do,  teams of  develop-
ers, performance specialists, interface designers, and technical
communicators may wonder:  How can we make a meaning-
ful impact? Below are four practical recommendations that in-
volve the use of AI.

Recommendation  #1:  Eliminate  Job  2  tasks
and  refocus  on  Job  1  goals.

If your customers experience grief or dissatisfaction when us-
ing  your  products  or  systems,  your  team  will  want  to  run
down every possible clue. e candid voice of your customer
typically resides in your survey data, product reviews, support
databases, social media, customer emails, and other communi-
cations.  AI  can  help  pinpoint  user  frustrations  and  then
suggest  how  to  resolve  them  in  your  next  system  update.

e  UX  Design  Institute  recommends  AI  tools  like  Mon-
keyLearn for sentiment analysis,  and Neurons for behavioral

analytics to identify areas where users become bogged down.
e tools can process large volumes of user feedback to sur-

face  patterns  where  Job  2  tasks  are  overshadowing  Job  1.
Your team can use that analysis to pursue a more user-priori-
tized  and  methodical  approach  to  interface  design,  which  is
further explained in the recommendations below. For exam-
ple,  AI  might  propose  additional  personas l  charac-
ters  who t  your  actual  customers),  as  well  as  dra  case
studies and improved s to better address those perso-
nas’ needs.

Recommendation #2: Rethink and relocate in-
formation to where it matters.

If your customers are wading through irrelevant, outdated, or
overwhelming  system  instructions,  AI  can  analyze  where
users are getting lost, and then recommend whether and how
to reformat or relocate that guidance. For instance, AI might
propose  eliminating  any e  information  altogether,
such as by fully automating or integrating it more elegantly in-
to the interface.

Wherever guidance is still necessary, the UX Design Institute
suggests using AI-driven analytics platforms like Attention In-
sight  to  assess  where  users  are  encountering  friction  within
the  interface. e  tools  can  generate  heatmaps  and  atten-
tion maps, revealing which areas of the UI are overlooked or
misunderstood.  Using  those  revelations,  the  team  can  relo-
cate critical information closer to the point of need. For exam-
ple,  user  documentation  could  be  converted  into  tooltips  or
just-in-time,  step-by-step,  on-screen  guidance. s  type  of
transformation reduces the cognitive burden on users, allow-

Recommendation  #3:  Write
that t  real-world  scenarios

How well  do  your  products  or  systems  respond to  and  sup-
port  your  customers’  actual  circumstances  of  use? e  are
the conditions that pertain to when, where, and how your au-
diences  engage  with  your  information,  systems,  websites,
products,  or  services.  For  example...

Routine circumstances comprise the normal or typical
modes in which customers consume what you ,
such  as  at  home,  in  the ,  at  school,  while
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exercising, or on the go. e uses frequently occur
in  perfectly  sunny,  non-stressful  conditions,  with
plenty of access to customer support in case anything
goes wrong.

Non-routine circumstances,  on the other hand,  are
atypical, unusual, or even extreme situations in which
people  might  need  to  engage  with  your  products,
services,  systems,  or  documentation. s  when
people  might  be  working  o  hours;  in  remote

or bad weather; without t tools, training, or
resources;  or  relying  on  erratic  energy  sources.  As
illustrated  above  by  the l  story  of  Acme
Widget  Company,  circumstances  like  these  can
cascade into catastrophic economic losses — or even
life-threatening outcomes — if system failures occur.
As  Taguchi  (Ross,  1996)  noted  above,  the  ripple

s of a system breakdown could result in damage
far  more  devastating  than  any  single  failed
transaction. e  are  the  types  of  legal  and
reputational liabilities any manufacturer should want
to avoid.

Even if your customer feedback databases don’t t specif-
ic  examples  of  extreme  circumstances  of  use,  AI  assistants
such as ChatGPT can examine raw data from user interviews,
logs,  or  brainstorming  sessions  and  surface  potential
problems  that  users  might  encounter  with  your  system.  AI
can then dra  use cases, , and design documents
that take those situations into account, as well as ensure con-
sistency across requirements, , and naming conven-
tions.

Recommendation  #4:  Pursue  an  iterative  in-
terface design process

Designing an interface to minimize Job 2 tasks while support-
ing Job 1 goals requires a thoughtful,  iterative approach. Yet
whenever the schedule driver is an aggressive product release
date, pushing the system out the door on time n takes top
priority,  even  if  it  compromises  the  end  result.  Before  AI,
product  teams constantly  grappled  with  this  tension.  Today,
however,  AI  advancements  can  facilitate  repeating  develop-
ment cycles, enabling teams to test, , and improve inter-
faces with much greater agility and clarity.

e  UX  Design  Institute  recommends  integrating  AI-pow-
ered  Uizard  or  Galileo  AI  to  rapidly  generate  multiple  UI
variants based on textual prompts. Tools like these help teams
explore diverse design options quickly, facilitating a more ag-
ile  cyclical  process.  AI  can  also  create  test  cases  and  proce-
dures for usability testing and beta testing (derived from the
use cases and design s in #3 above). n AI can
summarize  testing  feedback,  highlight  relevant  pain  points,
and propose targeted improvements for the next iteration.

In short: AI doesn’t replace human expertise. It helps human
experts shape system interfaces that truly support Job 1 perfor-
mance.  And  when  everyone  on  the  team  — human  and  AI
alike — is attuned to the same performance goals, the result-
ing system can do more than just work. It can meet or exceed
the Job 1 expectations of  the people  who use the l  prod-
uct,  instead of  dragging  them down a  rabbit  hole  of  frustra-

Case study #1:  Detecting Usability  Problems with AI
Sentiment Analysis

A  research  team  in  Italy  (Desolda  et  al.,  2022)  developed  a
lightweight AI tool  called SERENE to help design teams un-
cover  usability  problems  on  websites.  Instead  of  relying  on
lengthy  surveys  or  formal  usability  testing,  the  tool  silently
tracked  how  visitors  interacted  with  the  site,  such  as  what
they clicked on and how long they stayed on each section.

,  using AI trained on emotional  cues from text and be-
havior,  SERENE  estimated  how d  or  frustrated  users
likely felt during those interactions. It presented the results as
color-coded heatmaps, allowing designers to quickly identify
"hot spots" of confusion or disengagement on the page.

Even though SERENE was still  in  an early  research phase,  it
showed how AI could r real-time insights into user senti-
ment,  without  interrupting the user  experience. s  case  il-
lustrates how AI can help teams quickly zero in on trouble ar-
eas and make targeted improvements — all while supporting
a Job 1 focus on intuitive, frustration-free interaction.

Case study #2: Reducing the Job 2 burden with Job 1
insight (and AI)

Imagine  a  community  clinic  that  uses  an  ancient  reporting
system to log the services provided to the local neighborhood.

e  system  was  originally  designed  around  cryptic  database
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structures,  and  it  requires  users  to  look  up  arcane  service
codes, navigate multi-tab forms, and validate d data
— all classic Job 2 tasks. e user manuals and help informa-
tion reinforce those requirements, as they focus on correct da-
ta-entry  rules  rather  than  the  real-world  responsibilities  of
the clinic .  Since training takes weeks and data-entry er-
rors are common, the system is sorely in need of an overhaul.

Introducing a persona-driven case study to e a
new outreach worker who is logging her t week of
services. s narrative helps ground her data entry
tasks  in  real-world  decisions  such  as,  “How  do  I
document  multiple  services  I’ve  provided  during  a
single outreach event?”

Adding overview diagrams to show how the services
she enters lead to local and national impact metrics —
making the “why” behind her data entry clearer to
her.

Embedding contextual glossaries and inline prompts
to reduce her  need to hunt for  terms or  eligibility
rules.

Meanwhile, AI helps accelerate the transformation by:

Scanning thousands of  support tickets  and training
transcripts using AI-powered text mining tools to g
recurring friction points.

Generating  an  initial  glossary  of  confusing  system
terms with the help of large language models (LLMs)
trained on internal documentation.

g alternate versions of the input screens, each
with slightly t wording and labels,  using an
AI-driven design assistant. e  team will  test  each
variation with users to see which version is easier to
understand and use (A/B testing).

s  composite  case, g  patterns  common  to  health-
care data systems, illustrates how even a modest, AI-support-
ed shi  toward Job 1 thinking can produce e improve-
ments. In this case, onboarding was faster and data entry er-
rors dropped by over 30% — all without requiring a full sys-
tem overhaul.

Now  imagine  the  possibilities  if  AI  were  involved  from  the
very  beginning,  guiding  the  design  of  a  brand  new interface
unencumbered  by  outdated  architecture.  With  a  clean  slate,
the team could engage a focus group of both experienced and
novice users to help them reimagine the entire process,
cally by rethinking both Job 1 and Job 2:

Job  2:  A  "Job  2  hunt"  could  surface  dozens  of
recurring pain points — gathered from trouble tickets,
support logs, and user feedback — enabling the team
to  el iminate  or  automate  many  setup  and
troubleshooting  tasks.

Job 1: Core user guidance could be embedded directly
into  the  interface  through  intuitive  procedures,
contextual  task  guides,  smart  checklists,  and
interactive  simulation tools  that  support  real-world
responsibilities from the start.

e clinic scenario is just one proof point. Across industries,
similar  transformations  are  within  reach.  By  steadfastly  fol-
lowing these suggestions — and heeding the guidance of our
three master conductors, enhanced by AI — we fast-forward
to  the l  bows.  As  momentum builds  and our  work takes
center stage, the suspense gives way to long- awaited
tion. Our audiences, who for years have remained silent or of-
fered only mixed reviews, reward our s with thunderous
applause and sold-out performances.

Although a full system redesign isn’t in the budget, even modest  
improvements  can  yield  measurable .  To  get  the ball  
rolling,  a performance specialist  proposes an initial
toward Job 1 thinking. Instead of focusing on how to merely 
plod  through  each  data  entry  screen,  the  team starts explo-
ring   why   users   are   entering   the  data  in  the t  place
— what they’re really  trying  to  accomplish. e  team  begins  
reworking  the system with that larger picture in mind by:



Page 2

SCIENTIFIC EMINENCE GROUP | 

References

1. Basu A (2025) AI + UX: Design for intelligent interfaces.

2. Bowie J (2003) Customer-driven project management.

3.  Desolda  G,  Esposito  A,  Lanzilotti  R,  Costabile  MF  (2022)
Interplay  between  AI  and  HCI  for  UX  evaluation:
SERENE case study. In Proceedings of CoPDA 2022: Cultures
of  Participation in  the  Digital  Age  –  AI  for  Humans or  Hu-
mans  for  AI?  (pp.  55–59).  CEUR  Workshop  Proceedings,
Vol.  3136.

4.  Gilbert  TF  (1996)  Human  competence:  Engineering  wor-
thy performance (tribute edition). Amherst, MA: HRD Press.

5. Ross PJ (1996) Taguchi techniques for quality engineering:
Loss function, orthogonal experiments,  parameter and toler-
ance design (2nd ed.). New York, NY: McGraw Hill.

Glossary

A/B testing: A method of comparing two or more versions of
a design element to determine which one performs better in
terms of usability or user preference.

l intelligence (AI): e use of machine learning and
language models to analyze data, generate content, or assist in
task automation, which is now emerging as a design collabora-
tor.

Attention map: A visualization technique that helps illustrate
which parts of a page users spend the most time on (such as
an image or text box).

Context-sensitive help (or contextual guidance): e
features, such as prompts, glossaries, or tooltips, that help re-
lated to the c program, command, or dialog box that is
currently open.

Design of experiments (DOE):  A structured methodology
used to determine the relationship between factors g a
process and the output of that process. In UX, it can be used
to test which design elements impact user behavior most -
tively under various conditions.

Domain knowledge: Knowledge required to carry out typical
responsibilities  in  a  particular ,  such  as  accounting,

forestry, or nursing.

Enterprise Resource Planning (ERP):
tem that  integrates  various  business  processes,  such as -
nance,  human resources,  manufacturing,  and supply chain
management, into a single platform.

Heatmap: A representation of data in the form of a map or di-
agram in which data values are represented as colors.

Human-centered design:  A design philosophy focused on
creating systems that align with user needs, limitations, and
goals.

Job 1: e primary, real-world goals that the user wants to
achieve with the system that directly relate to his or her actual
professional responsibilities or educational activities.

Job 2:  System-imposed tasks usually required to install, set
up, or troubleshoot , which n involve distracting
make-work and are not aligned with the user’s Job 1 goals.

Microcopy: Small snippets of instructional or interface text
(e.g.,  labels,  buttons,  messages) that guide users through a
task.

Performance support: Tools or features embedded in the sys-
tem that help users’ complete tasks more ntly and accu-
rately.

Personas:  Fictional  characters  who t  real-world  cus-
tomers or users, who can be pro d based on available user
research, survey data, support logs, or social media.

Scenario: A narrative or story that describes the activities of
one or more persons, including information about goals, ex-
pectations, actions, and reactions.

Taguchi loss function:  A concept from quality engineering
that s the societal and economic loss incurred when
a product's performance deviates from its optimal target.

Usability: e ease, speed, and pleasantness with which in-
tended people can use a product.

Use case: A set of scenarios tied together by a common user
goal. A use case s all possible interactions between the
user and the system with respect to those scenarios.
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User  experience  (UX): e  overall  experience  users  have
when interacting with a product or system, encompassing usa-
bility, satisfaction, and task success.

User interface: Physical representations and procedures, inte-
gral to a e system, that enable users to view and inter-
act with the system functionality.

Variability  prevention and reduction:  A proactive design
strategy aimed at minimizing inconsistencies in product per-
formance, especially in the presence of uncontrollable or un-
predictable factors.

 A sequence of steps that move from the beginning
to the end of a process.


