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Abstract

When  dealing  with  multiple  regressions  for  relatively

small sample sizes, we often encounter the essential ques-

tion  of  how  much  we  should  increase  the  sample  size

when adding independent variables. Keeping the sample

size (n) unchanged and adding an extra independent vari-

able (k), will always result in a better mathematical out-

come but will not necessarily yield a better model. This

raises the fundamental question of what to do with the

sample size for each additional predictor. The majority of

the research in this area deals with complex relationships

that include the power of the test, the probability of Type

II error, the effect size, and other variables. But, when the

topic is discussed in introductory statistics courses, cer-

tain concepts are not thoroughly explored, and there’s a

lack of clear guidance about how to handle the sample

size when introducing new independent variables to the

regression model. This is especially relevant when mov-

ing from the simple linear regression model to the multi-

ple regression one. This paper resolves this by introduc-

ing a much-needed simple relationship where the sample

size is a function of only the number of independent vari-

ables. The model is tested with different values of the sig-

nificance level to ensure consistency.

Keywords:  Regression  Analysis;  Multiple  Regression;

Number of Predictors
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Introduction

The purpose of this paper is to offer a simpler and more basic

relationship between the number of independent variables (k)

and the size of a sample (n) used in building the multiple re-

gression  model.  This  should  prove  useful  in  particular  to

those  with  limited  knowledge  of  advanced  statistical  con-

cepts.

In simple regression, the model focuses on only one predictor

to explain the behavior and variability of a dependent variable

by  examining the  variability  of  this  one  predictor.  The  most

basic and common model is the simple linear regression one.

Certain assumptions are made when using a simple linear re-

gression  to  model  the  relationship  between  the  dependent

variable  (response)  and  the  independent  variable  (predic-

tor).These  assumptions  are  conditions  necessary  to  draw in-

ferences regarding the model, such as the normal distribution

of the errors and the independence of the observations.

A common but important misunderstanding among students

and less experienced practitioners who want to evolve the sim-

ple regression model to a multiple regression one is the prac-

tice  of  adding  another  variable  while  maintaining  the  same

sample  size;  the  misconception  is  to  overlook  the  challenge

posed by multiple predictors such as multicollinearity and the

insignificance of such new predictors in the model. The result

often  appears  satisfactory  to  the  user,  since  they  see  an  in-

crease  in  the  mathematical  results,  such  as  the  coefficient  of

determination R2 and the p-value of the hypothesis testing to

determine the significance of the model. However, this cre-

ates pitfalls and misinterpretation of the real outcome of the

outputs and may lead to incorrect use of the model that is

built.

Thus, the focus of this paper is to address these issues, and to

present  a  new  and  simple  relationship  that  explains  how  to

manage the size of a sample for every additional predictor.

This  relationship  will  be  analyzed,  and  results  obtained  will

be  presented  and  discussed.  Since  I  start  the  framework  by

evolving the simple linear regression model, I limit my inde-

pendent variables to ten (k 10). In addition, I vary the level of

significance (α) to show the consistency of the model.

The analysis is  done by observing the behavior of the coeffi-

cients of multiple regression, such as the F-statistic and the co-

efficient of determination R2, to make sure that the relation-

ship developed satisfy the significance condition of the testing

of the model.

This paper serves as a guiding tool for students and practition-

ers  who  may  lack  the  required  analytical  background  and

skills  yet  who  need  statistical  analysis  for  decision-making,

hence  the  effort  to  steer  away  from  the  vague  and  complex

mathematical  models.  I  aim  to  connect  these  different  con-

cepts  in  a  more  straightforward  and  accessible  way  to  help

this large audience obtain more reliable results.  The new de-

veloped model has the linear form: n = b1 (k) + b0

Contemporary advanced statistical software can be used to an-

swer  questions  similar  to  the  one  addressed  here  using  the

complex concepts mentioned earlier, such as the power of the

test, the acceptable probability of Type II error, the effect size,

and  other  variables.  However,  since  I  am  focusing  on  users

and practitioners who do not have the necessary analytical or

computing  skills,  I  recognized  the  need  to  bridge  this  gap,

leading me to the direction I took.

Prior Literature

Regression analysis  is  one of  the most  widely  used statistical

concepts in almost every domain for the purpose of forecast-

ing  and  prediction,  to  find  which  independent  variables  are

better predictors for a selected dependent variable. Given the

contemporary capacity to collect more data, add more predic-

tors, and to build and interpret more complex models, multi-

ple regression has become a more widely used application by

a majority of practitioners.

The  earliest  form  of  regression  was  the  method  of  least

squares  presented  by  Legendre  [19],  which  is  an  algebraic

technique  for  fitting  linear  equations  to  data.  Gauss  [13]

claimed  that  he  was  the  first  one  to  come  up  with  the  least

squares work, where he took it beyond Legendre and succeed-

ed in connecting the method with the principles of probabili-

ty and normal distribution.

Bartko et al. [2] focused on the importance of statistical pow-

er  accompanied  by  nomograms  for  determining  sample  size

and statistical power for the student’s t-tests, whereas Cohen

[6,7] and Erdfelder et al. [9] addressed the continued neglect

of statistical power analysis in the research by providing a con-

venient  presentation  of  required  sample  sizes.  Effect-size  in-
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dexes  and  conventional  values  are  given  for  small,  medium,

and large effects.

I also find an abundance of work, dating back to Fisher [10],

and  not  limited  to  Bland  and  Altman  [4];  Rovine  and  Von

Eye  [24];  and  Rodgers  and  Nicewander  [23]  who  all  ad-

dressed different aspects of the simple linear regression mod-

el. Fisher focused on the frequency distribution of the values

of  the  correlation  coefficient  in  samples  from  large  popula-

tions,  whereas  Rodgers  and  Nicewander  presented  thirteen

different formulas, each of which represents a different com-

putational and conceptual definition of the correlation coeffi-

cient, r.Rovine and Von Eye expanded on this research by pre-

senting a fourteenth way.

Sample sizes have always been a major topic of research when

regression is involved. To mention a few, Fritz and MacKin-

non  [11]  presented  the  necessary  sample  sizes  for  six  of  the

most common and most recommended tests of mediation for

various  combinations  of  parameters.  Hsieh  et  al.  [15]  devel-

oped sample  size  formulae  for  comparing  means  or  propor-

tions in order to calculate the required sample size for a sim-

ple logistic regression model. Maas and Hox [20] used a simu-

lation  study  to  determine  the  influence  of  different  sample

sizes at the group level based on the accuracy of the estimates

(regression coefficients and variances) and their standard er-

rors.  Zaarour and Melachrinoudis [27] developed a relation-

ship  between  the  sample  size,  the  coefficient  of  determina-

tion, and the level of significance, initially in simple linear re-

gression for  relatively  small  sample  sizes  and later  expanded

the  relationship  to  include  the  number  of  independent  vari-

ables in multiple regression.

Moving from the basic simple linear regression model to the

more complex multiple regression model creates a few impor-

tant issues. One of these issues is how to deal with the initial

sample size. Oliker [22] stated that the problem of determin-

ing the number of independent variables is considered under

the assumption that the dependent and independent variables

have  a  joint  normal  distribution,  whereas  Knofczynski  and

Mundfrom [18], and Beaujean [3] used a Monte Carlo simula-

tion to model different scenarios to examine the smallest sam-

ple sizes for multiple scenarios for each number of  indepen-

dent variables.

This  research  primarily  focuses  on  the  sample  size  when  we

decide to increase the number of independent variables is in-

creased.  Extensive  research  has  been  conducted  in  this  area.

Gatsonis  and  Sampson  [12]  provided  a  formula  to  calculate

the minimum sample size required to ensure the reliability of

a multiple linear regression model, as did Mendoza and Staf-

ford [21]. Shieh [25,26] presented multiple relationships in se-

parate  research  papers.  Kelly  [17]  and  Algina  and  Keselman

[1],  on  the  other  hand,  focused  on  the  relationship  between

the  sample  size  and  the  squared  multiple  correlation  coeffi-

cients  in  multiple  linear  regression.  Gatsonis  and  Sampson

used  the  exact  power  of  the  test,  rather  than  an  approxima-

tion,  as  well  as  allowing  for  the  calculation of  the  minimum

sample size for a variety of effect sizes rather than just a single

effect size. Mendoza and Stafford also enabled the calculation

of  the  minimum  sample  size  by  allowing  a  variety  of  effect

sizes,  but  they  also  considered  the  distinction  between  the

fixed and the random regression models. Shieh incorporated

the correlation between the independent variables, since mul-

ticollinearity renders the model less efficient, and additionally

took into consideration the possibility of the data being clus-

tered,  in  cases  of  observational  studies.  Kelly  stated  that  the

minimum sample size required for a multiple regression mod-

el to be reliable depends on the squared multiple correlations

in addition to the power of the test and the expected variance

of the dependent variable. Furthermore, Bujang et al. [5] de-

veloped  a  relationship  for  the  minimum  sample  size  neces-

sary  for  the  multiple  regression  model  in  both  experimental

and  non-experimental  studies,  using  the  Power  and  Sample

Size Software.

As  mentioned  earlier,  regression  analysis  is  one  of  the  most

applied  statistical  methods  in  all  scientific  fields.  Thus,  we

find research that covers the various aspects in all sectors, in-

cluding engineering and the medical field. Addressing the de-

termination  of  the  sample  size  in  linear  regression  analysis,

Jan and Shieh [16] improved on the approximate formula of

Colosimo et al. [8] by developing a more exact approach that

outperformed the approximate methods and offered a useful

tool  in  planning  validation  studies.  The  stochastic  nature  of

predictors  is  taken  into  account  by  assuming  that  they  have

an  identical  and  normal  distribution,  whereas  the  Colosimo

et al. approach was adopted a direct replacement of mean val-

ues for the predictors.

However, in most of these relationships, the focus is on find-

ing the appropriate sample size by using the desired power of

the  test,  the  effect  size,  and  the  acceptable  probability  of  a
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Type  II  error,  in  addition  to  other  complex  variables  which

are  usually  challenging  for  users  who  do  not  have  the  re-

quired  advanced  mathematical  proficiencies.

In this  paper,  I  simplify the relationship between the sample

size (n) and the number of independent variables (k) by using

just the k to calculate the n. I develop a simple linear relation-

ship between n and k and address the challenge when limited

resources are available in collecting a sample. I also tested the

model using different levels of significance (α) to ensure relia-

bility and consistency of the results.

Model Development and Solution Procedure

In this section, I introduce the necessary variables used in sim-

ple  linear  regression,  then  I  discuss  what  it  entails  to  transi-

tion to a multiple regression model and highlight the main pit-

falls  arising  from  this.  Lastly,  I  introduce  a  simple  relation-

ship to  calculate  the  required sample  size,  given the  number

of independent variables, and discuss the results and outputs.

Introduction to Simple Linear Regression Factors and
Specifics

Starting with the coefficient of determination, R2, which is the

ratio of the explained variation to the total variation. R2  is

used to explain the variability of the dependent variable by

considering the variability of the independent variable. It is

the used to analyze the fit of the data, using an in-sample per-

formance measure. In addition, to deal with statistical signifi-

cance, hypothesis testing will have to be performed. One way

to obtain this would be to use a statistics similar to the test

statistic F. For the simple linear regression case, k = 1 and n ≥

3. Hence the relationship between the test statistic F and the

R2 is:

Equally, given the significant Fα for a specific (α), I can calcu-

late the values of the critical coefficient of determination R2 to

be compared to the R2 values. Starting with the simple linear

regression case, I will consider the following:

According to the central limit theorem, the random

sample is considered significant (n ≥ 30), in order for

the sample statistics to behave normally.

I  will  be dealing with relatively small  sample sizes since I  do

not address the work of big data and allowing for our targeted

audience’s analytical and computing skills level.

It is worth noting here that I am not referring to the adjusted

coefficient of determination Ra
2 (which will be discussed lat-

er) used with multiple regression, but instead I examine the

critical R2 values that would render the model significant. As

a result, one can always determine the smallest sample size

needed to obtain a significant model given a certain level of

significance α, where R2 needs to be equal or higher to a criti-

cal value R2. Figure 1 shows these values of n for three specific

α values. Consequently, for any value of R2  that we obtain

from running our simple  linear  regression model,  we can

compare the sample size used to a critical sample size nα. If n

is at least equal to the critical value nα, the model will be con-

sidered significant.

Figure 1: Critical sample sizes for certain α values
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Transitioning into the Multiple Regression Model

In this section, I address the issues and pitfalls that arise from

adding additional  predictors to the simple regression model.

Once I address those, I introduce in the next section the rela-

tionship developed in this paper that will give us a direct and

simple  insight  into  how  big  the  sample  size  needs  to  be  to

deal with the additional independent variables.

The complexity of analyzing all the issues in multiple regres-

sion is  beyond the scope of  this  paper  and its  targeted audi-

ence. Following is a list of some of those issues:

For relatively small samples, it is not advisable to keep

adding predictors,  without changing the size of the

sample,  as  the  gap  between  the  coefficient  of

determination R2 and the adjusted one Ra
2 will become

more and more significant.

The  mathematical  improvement  of  the  outputs  is

deceiving  since  it  does  not  necessarily  reflect

improvement  of  the  model.

The  strong  correlation  amongst  the  independent

variables,  multicollinearity,  renders  the  model  less

reliable.

Understanding  the  desired  difference  between  the

true and estimated values of the model.

Understanding the desired power of the test, and the

acceptable probability of the type II error.

How much to increase the sample size by with every

additional k.

When dealing with multiple predictors, I have to ensure that

they are not strongly correlated, to avoid redundancy. In addi-

tion, merely because the overall model passes the significance

test, does not mean that all the predictors are significant and

necessary.

Evolving  from  the  simple  regression  to  the  multiple  regres-

sion mode should only  be  undertaken if  it  is  done correctly.

Because our focus in this research is on how to deal with the

sample  size  while  making  sure  the  model  is  significant  and

avoiding  the  multicollinearity  and  the  insignificant  predic-

tors, the following assumptions are made before moving into

the next section:

No collinearity concerns.

All added predictors are significant.

The gap between the coefficient of determination and

the adjusted one is accounted for.

Equation  (1)  can  is  extended  as  follows  for  multiple  regres-

sion:

Our  purpose  in  this  research  is  to  try  to  find  a  new  simpler

equation  that  can  give  us  the  smallest  sample  size  given  the

number of independent variables considered in the model, re-

gardless of what level of significance I am dealing with.

Relationship between n and k

As mentioned in the Prior Literature section, there has been a

solid amount of work done in finding a relationship between

the size of a sample and the number of independent variables

considered.  Most  of  these  relationships  are  measured  based

on their effect size. An effect size is typically a value based on

a sample estimate of its corresponding population parameter.

In addition, the acceptable probability of the Type I (α) and

Type II (β) errors are also considered. As the power of the test

(1- β) increases with different levels of α, the sample size will

also increase.

I offer a new and simple relationship of n and k, and discuss

its impact on the effect size, such as R2, or on the test Statistic

F. I start the analysis by looking at the formula for the adjust-

ed coefficient of determination:
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which can be reworked to the following:

R2 assumes all the independent variables affect the result of

the model, whereas Ra
2 considers only those variables that ac-

tually have an influence on the performance of the model.

This is a preliminary endeavor to adjust for the fact that when

we add another predictor to a multiple regression, the value

of R2 will get larger mathematically, regardless of whether the

model becomes more significant. Even though we use the ad-

justed Ra
2 as an out-of-sample performance measure, a small-

er gap between the two coefficients is more desirable. Thus,

looking back at Equation (4) in order to minimize the gap be-

tween the two coefficients:

The notion that the degree of freedom (n – 1) is larger than

the number of independent variables is not significant on its

own. However, the question that really needs to be solved in

this research is: how big n needs to be given a k. I start by sim-

ulating data for equation (3) to observe for what sample sizes

and number of independent variables, does the adjusted coef-

ficient of determination (Ra
2) takes on non-negative values giv-

en different values of R2.

I chose the following ranges for the simulation:

n ≥ 3

1 ≤ k ≤ 10

0.01 ≤ R2 ≤ 0.99, with an increment of 0.01.

Using Excel, I developed 99 different sheets to take into con-

sideration the 99 different values of R2. In each sheet (value of

R2), I considered the 10 different values of k and the different

values  of  n.  As  a  result,  I  obtained a  total  of  more  than

200,000 values of Ra
2. After applying the condition: n -1 ≥ k,

in equation (5) and eliminating all the negative values of Ra
2, I

analyzed the remaining values in the following manner: For

each value of R2 and k, I found the smallest value of n where

the Ra
2 starts being non-negative.

Table (1) shows an excerpt of an example of the process with

one specific value of R2 = 0.05. The complete table is provided

in (Appendix A). Looking at the first row, we notice that for k

= 1, n needs to be at least 22 for Ra
2 to take on a non-negative

value. Not only we are able to find all the n values for a given

k, but we also notice a specific trend in the values obtained.

We will go over the patterns obtained for all the 99 iterations

calculated in the next section.

I simulated the same work for the 99 different values of R2.

Table (2) and Figure (2) show a summary of the results of the

simulation. Results from Table (1) are highlighted in Table

(2).
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Table 1: An excerpt of an example of the calculation of the smallest sample size for non-negative Ra
2, given values of k and R2 = 0.05

n R
2

k

0.05 1 2 3 4 5 6 7 8 9 10

22  0.0025 -0.0500 -0.1083 -0.1735 -0.2469 -0.3300 -0.4250 -0.5346 -0.6625 -0.8136

42  0.0263 0.0013 -0.0250 -0.0527 -0.0819 -0.1129 -0.1456 -0.1803 -0.2172 -0.2565

62  0.0342 0.0178 0.0009 -0.0167 -0.0348 -0.0536 -0.0731 -0.0934 -0.1144 -0.1363

82  0.0381 0.0259 0.0135 0.0006 -0.0125 -0.0260 -0.0399 -0.0541 -0.0687 -0.0838

102  0.0405 0.0308 0.0209 0.0108 0.0005 -0.0100 -0.0207 -0.0317 -0.0429 -0.0544

122 0.0421 0.0340 0.0258 0.0175 0.0091 0.0004 -0.0083 -0.0173 -0.0263 -0.0356

142 0.0432 0.0363 0.0293 0.0223 0.0151 0.0078 0.0004 -0.0071 -0.0148 -0.0225

162 0.0441 0.0381 0.0320 0.0258 0.0196 0.0132 0.0068 0.0003 -0.0062 -0.0129

182 0.0447 0.0394 0.0340 0.0285 0.0230 0.0174 0.0118 0.0061 0.0003 -0.0056

202 0.0453 0.0405 0.0356 0.0307 0.0258 0.0208 0.0157 0.0106 0.0055 0.0003

Table 2: Sample size patterns for different values of k and R2

R
2

k

 1 2 3 4 5 6 7 8 9 10

 n

0.01 102 202 302 402 502 602 702 802 902 1002

0.02 52 102 152 202 252 302 352 402 452 502

0.05 22 42 62 82 102 122 142 162 182 202

0.10 12 22 32 42 52 62 72 82 92 102

0.20 7 12 17 22 27 32 37 42 47 52

0.25 6 10 14 18 22 26 30 34 38 42

0.50 4 6 8 10 12 14 16 18 20 22

0.95 3 4 5 6 7 8 9 10 11 12

0.99 3 4 5 6 7 8 9 10 11 12

I can see clear patterns of how the sample size behaves when I

increase k for the different values of R2. For example, when

looking at R2 = 0.01, the pattern is: n = 100(k) + 2. When R2 =

0.05, n takes on the following form: n = 20(k) + 2, Or when R2

= 0.10, the equation becomes: n = 10(k) + 2. Table (3) shows a

summary of some of these patterns:

I can see a pattern with every iteration of the R2, thus the need

to develop a general form for these patterns and create an equ-

ation that can be used to calculate the sample size as a func-

tion of k, regardless of the values of R2.

General Form

These patterns found in the 99 different iterations all have the

form n = b1 (k) + b0, where the slope b1 gets smaller as the R2

gets larger.  Table (4) shows an excerpt of the 99 different

slopes obtained. A detailed table is provided in (Appendix B)

showing the 99 different slope obtained for all the values of
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R2.

Figure 2: Sample size patterns for different values of k and R2

Table 3: Sample size n patterns as a function of k

R
2

n k

0.01 100(k) + 2 1 k  10

0.02 50(k) + 2 1 k  10

0.04 25(k) + 2 1 k  10

0.05 20(k) + 2 1 k  10

0.10 10(k) + 2 1 k  10

0.20 5(k) + 2 1 k  10

0.25 4(k) + 2 1 k  10

0.50 2(k) + 2 1 k  10

0.95 1(k) + 2 1 k  10

0.99 1(k) + 2 1 k  10

Table 4: The different slopes obtained for the different values of R2

R
2

Slope

0.01 100

0.02 50

0.04 25

0.05 20

0.10 10

0.20 5
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0.25 4

0.50 2

0.95 1

0.99 1

Looking  at  the  distribution  of  the  slopes,  the  histogram  is

highly skewed to the right, with the value 10 being the cutoff

point  where  the  classes  start  to  dip  to  the  right.  In  addition,

Figure  (3)  shows  the  scatter  plot  obtained  graphing  all  the

slopes obtained from the different values of R2.

The slope: b1 = 10 is where the kink is observed. This break-

through allowed for the formulation of the desired model. To

complete this model,  I  needed to calculate the y-intercept.

Taking into account the assumptions of normality and having

the desired sample size of n ≥ 30 when starting with only one

predictor,  the  y-intercept  value  was  determined  to  be  20,

hence giving us the following new and simplified relationship

between n and k:

Figure 3: Slopes obtained given the different values of R2

I ran a sensitivity analysis to observe the results of the model.

I did this for four different levels of significance to make sure

that  the  model  cannot  be  impacted  by  changing  the  alpha.

The same behavior emerges regardless of what level of signifi-

cance  used.  Figure  (4)  shows  an  example  of  this  behavior

when ∝ = 0.05. I compared the behavior of the critical value

of the F-statistic to the different values of F based on the al-

pha given. The new simplified relationship between n and k

passes the significance test and provides a linear form to calcu-

late the sample size needed given the number of predictors

used.

It is vital to mention that the general form of n = 10(k) + 20

not only provides the simplicity and the significance needed

to deal with the challenge of increasing the sample size when

adding predictors for the multiple regression model but can

also handle any number of k, not just up to ten predictors.
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Figure 4: Significance Test for the new relationship with ∝ = 0.05

I ran additional Sensitivity Analysis to compare our results to

previous models, such as the one from Green [14], who devel-

oped a conservative linear form equation: n ≥ 8(k) + 50 and

the  one  from Zaarour  et  al.  [27]  who developed  a  lower

bound equation of the coefficient of determination as a func-

tion of n and k: R2 > k / (n-1) for multiple regression. I tested

my model, and I was able to confirm that my results showed

improvement to Green’s well-known rule of thumb as well as

satisfied the lower bound condition of R2 of Zaarour’s func-

tion.

Table (5) and Figure (5) show the results when comparing the

new  developed  model  to  Green’s  conservative  model.  I  am

able  to  obtain  significant  results  by  using a  less  conservative

equation.  One  of  the  benefits  is  that  we  do  not  need  as  big

sample sizes (up to k = 15) to obtain the desired results. This

is important, especially if we have limited resources to collect-

ing data. It is worth mentioning again that this work deals

with relatively small samples due to limitations of resources.

Table 5: Comparing the new model to Green’s equation

 Green New Model

k n = 8(k) + 50 n = 10(k) + 20

1 58 30

2 66 40

3 74 50

4 82 60

5 90 70

6 98 80

7 106 90

8 114 100

9 122 110

10 130 120

11 138 130
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12 146 140

13 154 150

14 162 160

15 170 170

Figure 5: Comparing the new model to Green’s equation

Concluding Remarks

The pivotal question when dealing with multiple regression is

how much the sample size must be increased by when adding

independent variables. This paper offers a crucial answer in a

model that illustrates that sample size is a function of only the

number  of  independent  variables,  which  answers  the  chal-

lenge of what to do with the sample size and how much to in-

crease it by for each additional predictor. The model is devel-

oped and tested with different values of the significance level

(∝) to make sure we have consistency in the results.

The purpose of the work is to offer a simpler and more basic

relationship between the number of independent variables (k)

and the size of a sample (n) used in building the multiple re-

gression model. The framework builds the simple linear re-

gression model up, so independent variables are limited to

ten (k 10), and the level of significance (∝), is varied to show

the consistency of the model.

This paper serves as a guiding tool for students and practition-

ers  who  may  not  have  the  necessary  analytical  background

and expand from linear regression models to multiple regres-

sion models without the aid of highly advanced software that

requires specific skills, yet they use statistical analysis for deci-

sion-making. This also explains my effort to steer away from

vague  and  complex  mathematical  models.  The  model  has  a

linear form n = b1 (k) + b0.
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Appendix A: Example of the calculation of the smallest sample size for non-negative Ra
2, given values of k and R2 = 0.05

n R
2

k

0.05 1 2 3 4 5 6 7 8 9 10

3  -0.9000

4  -0.4250 -1.8500

5  -0.2667 -0.9000 -2.8000

6  -0.1875 -0.5833 -1.3750 -3.7500

7  -0.1400 -0.4250 -0.9000 -1.8500 -4.7000

8  -0.1083 -0.3300 -0.6625 -1.2167 -2.3250 -5.6500

9  -0.0857 -0.2667 -0.5200 -0.9000 -1.5333 -2.8000 -6.6000

10  -0.0687 -0.2214 -0.4250 -0.7100 -1.1375 -1.8500 -3.2750 -7.5500

11  -0.0556 -0.1875 -0.3571 -0.5833 -0.9000 -1.3750 -2.1667 -3.7500 -8.5000

12  -0.0450 -0.1611 -0.3063 -0.4929 -0.7417 -1.0900 -1.6125 -2.4833 -4.2250 -9.4500

13  -0.0364 -0.1400 -0.2667 -0.4250 -0.6286 -0.9000 -1.2800 -1.8500 -2.8000 -4.7000

14  -0.0292 -0.1227 -0.2350 -0.3722 -0.5438 -0.7643 -1.0583 -1.4700 -2.0875 -3.1167

15  -0.0231 -0.1083 -0.2091 -0.3300 -0.4778 -0.6625 -0.9000 -1.2167 -1.6600 -2.3250

16  -0.0179 -0.0962 -0.1875 -0.2955 -0.4250 -0.5833 -0.7813 -1.0357 -1.3750 -1.8500

17  -0.0133 -0.0857 -0.1692 -0.2667 -0.3818 -0.5200 -0.6889 -0.9000 -1.1714 -1.5333

18  -0.0094 -0.0767 -0.1536 -0.2423 -0.3458 -0.4682 -0.6150 -0.7944 -1.0188 -1.3071

19  -0.0059 -0.0687 -0.1400 -0.2214 -0.3154 -0.4250 -0.5545 -0.7100 -0.9000 -1.1375

20  -0.0028 -0.0618 -0.1281 -0.2033 -0.2893 -0.3885 -0.5042 -0.6409 -0.8050 -1.0056

21  -0.0000 -0.0556 -0.1176 -0.1875 -0.2667 -0.3571 -0.4615 -0.5833 -0.7273 -0.9000

22  0.0025 -0.0500 -0.1083 -0.1735 -0.2469 -0.3300 -0.4250 -0.5346 -0.6625 -0.8136

23  0.0048 -0.0450 -0.1000 -0.1611 -0.2294 -0.3063 -0.3933 -0.4929 -0.6077 -0.7417

24  0.0068 -0.0405 -0.0925 -0.1500 -0.2139 -0.2853 -0.3656 -0.4567 -0.5607 -0.6808

25  0.0087 -0.0364 -0.0857 -0.1400 -0.2000 -0.2667 -0.3412 -0.4250 -0.5200 -0.6286

26  0.0104 -0.0326 -0.0795 -0.1310 -0.1875 -0.2500 -0.3194 -0.3971 -0.4844 -0.5833

27  0.0120 -0.0292 -0.0739 -0.1227 -0.1762 -0.2350 -0.3000 -0.3722 -0.4529 -0.5438

28  0.0135 -0.0260 -0.0687 -0.1152 -0.1659 -0.2214 -0.2825 -0.3500 -0.4250 -0.5088

29  0.0148 -0.0231 -0.0640 -0.1083 -0.1565 -0.2091 -0.2667 -0.3300 -0.4000 -0.4778

30  0.0161 -0.0204 -0.0596 -0.1020 -0.1479 -0.1978 -0.2523 -0.3119 -0.3775 -0.4500

31  0.0172 -0.0179 -0.0556 -0.0962 -0.1400 -0.1875 -0.2391 -0.2955 -0.3571 -0.4250

32  0.0183 -0.0155 -0.0518 -0.0907 -0.1327 -0.1780 -0.2271 -0.2804 -0.3386 -0.4024

33  0.0194 -0.0133 -0.0483 -0.0857 -0.1259 -0.1692 -0.2160 -0.2667 -0.3217 -0.3818

34  0.0203 -0.0113 -0.0450 -0.0810 -0.1196 -0.1611 -0.2058 -0.2540 -0.3063 -0.3630

35  0.0212 -0.0094 -0.0419 -0.0767 -0.1138 -0.1536 -0.1963 -0.2423 -0.2920 -0.3458
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36  0.0221 -0.0076 -0.0391 -0.0726 -0.1083 -0.1466 -0.1875 -0.2315 -0.2788 -0.3300

37  0.0229 -0.0059 -0.0364 -0.0687 -0.1032 -0.1400 -0.1793 -0.2214 -0.2667 -0.3154

38  0.0236 -0.0043 -0.0338 -0.0652 -0.0984 -0.1339 -0.1717 -0.2121 -0.2554 -0.3019

39  0.0243 -0.0028 -0.0314 -0.0618 -0.0939 -0.1281 -0.1645 -0.2033 -0.2448 -0.2893

40  0.0250 -0.0014 -0.0292 -0.0586 -0.0897 -0.1227 -0.1578 -0.1952 -0.2350 -0.2776

41  0.0256 -0.0000 -0.0270 -0.0556 -0.0857 -0.1176 -0.1515 -0.1875 -0.2258 -0.2667

42  0.0263 0.0013 -0.0250 -0.0527 -0.0819 -0.1129 -0.1456 -0.1803 -0.2172 -0.2565

43  0.0268 0.0025 -0.0231 -0.0500 -0.0784 -0.1083 -0.1400 -0.1735 -0.2091 -0.2469

44  0.0274 0.0037 -0.0213 -0.0474 -0.0750 -0.1041 -0.1347 -0.1671 -0.2015 -0.2379

45  0.0279 0.0048 -0.0195 -0.0450 -0.0718 -0.1000 -0.1297 -0.1611 -0.1943 -0.2294

46  0.0284 0.0058 -0.0179 -0.0427 -0.0687 -0.0962 -0.1250 -0.1554 -0.1875 -0.2214

47  0.0289 0.0068 -0.0163 -0.0405 -0.0659 -0.0925 -0.1205 -0.1500 -0.1811 -0.2139

48  0.0293 0.0078 -0.0148 -0.0384 -0.0631 -0.0890 -0.1163 -0.1449 -0.1750 -0.2068

49  0.0298 0.0087 -0.0133 -0.0364 -0.0605 -0.0857 -0.1122 -0.1400 -0.1692 -0.2000

50  0.0302 0.0096 -0.0120 -0.0344 -0.0580 -0.0826 -0.1083 -0.1354 -0.1638 -0.1936

51  0.0306 0.0104 -0.0106 -0.0326 -0.0556 -0.0795 -0.1047 -0.1310 -0.1585 -0.1875

52  0.0310 0.0112 -0.0094 -0.0309 -0.0533 -0.0767 -0.1011 -0.1267 -0.1536 -0.1817

53  0.0314 0.0120 -0.0082 -0.0292 -0.0511 -0.0739 -0.0978 -0.1227 -0.1488 -0.1762

54  0.0317 0.0127 -0.0070 -0.0276 -0.0490 -0.0713 -0.0946 -0.1189 -0.1443 -0.1709

55  0.0321 0.0135 -0.0059 -0.0260 -0.0469 -0.0687 -0.0915 -0.1152 -0.1400 -0.1659

56  0.0324 0.0142 -0.0048 -0.0245 -0.0450 -0.0663 -0.0885 -0.1117 -0.1359 -0.1611

57  0.0327 0.0148 -0.0038 -0.0231 -0.0431 -0.0640 -0.0857 -0.1083 -0.1319 -0.1565

58  0.0330 0.0155 -0.0028 -0.0217 -0.0413 -0.0618 -0.0830 -0.1051 -0.1281 -0.1521

59  0.0333 0.0161 -0.0018 -0.0204 -0.0396 -0.0596 -0.0804 -0.1020 -0.1245 -0.1479

60  0.0336 0.0167 -0.0009 -0.0191 -0.0380 -0.0575 -0.0779 -0.0990 -0.1210 -0.1439

61  0.0339 0.0172 -0.0000 -0.0179 -0.0364 -0.0556 -0.0755 -0.0962 -0.1176 -0.1400

62  0.0342 0.0178 0.0009 -0.0167 -0.0348 -0.0536 -0.0731 -0.0934 -0.1144 -0.1363

63  0.0344 0.0183 0.0017 -0.0155 -0.0333 -0.0518 -0.0709 -0.0907 -0.1113 -0.1327

64  0.0347 0.0189 0.0025 -0.0144 -0.0319 -0.0500 -0.0687 -0.0882 -0.1083 -0.1292

65  0.0349 0.0194 0.0033 -0.0133 -0.0305 -0.0483 -0.0667 -0.0857 -0.1055 -0.1259

66  0.0352 0.0198 0.0040 -0.0123 -0.0292 -0.0466 -0.0647 -0.0833 -0.1027 -0.1227

67  0.0354 0.0203 0.0048 -0.0113 -0.0279 -0.0450 -0.0627 -0.0810 -0.1000 -0.1196

68  0.0356 0.0208 0.0055 -0.0103 -0.0266 -0.0434 -0.0608 -0.0788 -0.0974 -0.1167

69  0.0358 0.0212 0.0062 -0.0094 -0.0254 -0.0419 -0.0590 -0.0767 -0.0949 -0.1138

70  0.0360 0.0216 0.0068 -0.0085 -0.0242 -0.0405 -0.0573 -0.0746 -0.0925 -0.1110

71  0.0362 0.0221 0.0075 -0.0076 -0.0231 -0.0391 -0.0556 -0.0726 -0.0902 -0.1083

72  0.0364 0.0225 0.0081 -0.0067 -0.0220 -0.0377 -0.0539 -0.0706 -0.0879 -0.1057
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73  0.0366 0.0229 0.0087 -0.0059 -0.0209 -0.0364 -0.0523 -0.0687 -0.0857 -0.1032

74  0.0368 0.0232 0.0093 -0.0051 -0.0199 -0.0351 -0.0508 -0.0669 -0.0836 -0.1008

75  0.0370 0.0236 0.0099 -0.0043 -0.0188 -0.0338 -0.0493 -0.0652 -0.0815 -0.0984

76  0.0372 0.0240 0.0104 -0.0035 -0.0179 -0.0326 -0.0478 -0.0634 -0.0795 -0.0962

77  0.0373 0.0243 0.0110 -0.0028 -0.0169 -0.0314 -0.0464 -0.0618 -0.0776 -0.0939

78  0.0375 0.0247 0.0115 -0.0021 -0.0160 -0.0303 -0.0450 -0.0601 -0.0757 -0.0918

79  0.0377 0.0250 0.0120 -0.0014 -0.0151 -0.0292 -0.0437 -0.0586 -0.0739 -0.0897

80  0.0378 0.0253 0.0125 -0.0007 -0.0142 -0.0281 -0.0424 -0.0570 -0.0721 -0.0877

81  0.0380 0.0256 0.0130 -0.0000 -0.0133 -0.0270 -0.0411 -0.0556 -0.0704 -0.0857

82  0.0381 0.0259 0.0135 0.0006 -0.0125 -0.0260 -0.0399 -0.0541 -0.0687 -0.0838

83  0.0383 0.0263 0.0139 0.0013 -0.0117 -0.0250 -0.0387 -0.0527 -0.0671 -0.0819

84  0.0384 0.0265 0.0144 0.0019 -0.0109 -0.0240 -0.0375 -0.0513 -0.0655 -0.0801

85  0.0386 0.0268 0.0148 0.0025 -0.0101 -0.0231 -0.0364 -0.0500 -0.0640 -0.0784

86  0.0387 0.0271 0.0152 0.0031 -0.0094 -0.0222 -0.0353 -0.0487 -0.0625 -0.0767

87  0.0388 0.0274 0.0157 0.0037 -0.0086 -0.0213 -0.0342 -0.0474 -0.0610 -0.0750

88  0.0390 0.0276 0.0161 0.0042 -0.0079 -0.0204 -0.0331 -0.0462 -0.0596 -0.0734

89  0.0391 0.0279 0.0165 0.0048 -0.0072 -0.0195 -0.0321 -0.0450 -0.0582 -0.0718

90  0.0392 0.0282 0.0169 0.0053 -0.0065 -0.0187 -0.0311 -0.0438 -0.0569 -0.0703

91  0.0393 0.0284 0.0172 0.0058 -0.0059 -0.0179 -0.0301 -0.0427 -0.0556 -0.0687

92  0.0394 0.0287 0.0176 0.0063 -0.0052 -0.0171 -0.0292 -0.0416 -0.0543 -0.0673

93  0.0396 0.0289 0.0180 0.0068 -0.0046 -0.0163 -0.0282 -0.0405 -0.0530 -0.0659

94  0.0397 0.0291 0.0183 0.0073 -0.0040 -0.0155 -0.0273 -0.0394 -0.0518 -0.0645

95  0.0398 0.0293 0.0187 0.0078 -0.0034 -0.0148 -0.0264 -0.0384 -0.0506 -0.0631

96  0.0399 0.0296 0.0190 0.0082 -0.0028 -0.0140 -0.0256 -0.0374 -0.0494 -0.0618

97  0.0400 0.0298 0.0194 0.0087 -0.0022 -0.0133 -0.0247 -0.0364 -0.0483 -0.0605

98  0.0401 0.0300 0.0197 0.0091 -0.0016 -0.0126 -0.0239 -0.0354 -0.0472 -0.0592

99  0.0402 0.0302 0.0200 0.0096 -0.0011 -0.0120 -0.0231 -0.0344 -0.0461 -0.0580

100  0.0403 0.0304 0.0203 0.0100 -0.0005 -0.0113 -0.0223 -0.0335 -0.0450 -0.0567

101  0.0404 0.0306 0.0206 0.0104 -0.0000 -0.0106 -0.0215 -0.0326 -0.0440 -0.0556

102  0.0405 0.0308 0.0209 0.0108 0.0005 -0.0100 -0.0207 -0.0317 -0.0429 -0.0544

103  0.0406 0.0310 0.0212 0.0112 0.0010 -0.0094 -0.0200 -0.0309 -0.0419 -0.0533

104  0.0407 0.0312 0.0215 0.0116 0.0015 -0.0088 -0.0193 -0.0300 -0.0410 -0.0522

105  0.0408 0.0314 0.0218 0.0120 0.0020 -0.0082 -0.0186 -0.0292 -0.0400 -0.0511

106  0.0409 0.0316 0.0221 0.0124 0.0025 -0.0076 -0.0179 -0.0284 -0.0391 -0.0500

107  0.0410 0.0317 0.0223 0.0127 0.0030 -0.0070 -0.0172 -0.0276 -0.0381 -0.0490

108  0.0410 0.0319 0.0226 0.0131 0.0034 -0.0064 -0.0165 -0.0268 -0.0372 -0.0479

109  0.0411 0.0321 0.0229 0.0135 0.0039 -0.0059 -0.0158 -0.0260 -0.0364 -0.0469
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110  0.0412 0.0322 0.0231 0.0138 0.0043 -0.0053 -0.0152 -0.0252 -0.0355 -0.0460

111  0.0413 0.0324 0.0234 0.0142 0.0048 -0.0048 -0.0146 -0.0245 -0.0347 -0.0450

112  0.0414 0.0326 0.0236 0.0145 0.0052 -0.0043 -0.0139 -0.0238 -0.0338 -0.0441

113  0.0414 0.0327 0.0239 0.0148 0.0056 -0.0038 -0.0133 -0.0231 -0.0330 -0.0431

114  0.0415 0.0329 0.0241 0.0151 0.0060 -0.0033 -0.0127 -0.0224 -0.0322 -0.0422

115  0.0416 0.0330 0.0243 0.0155 0.0064 -0.0028 -0.0121 -0.0217 -0.0314 -0.0413

116 0.0417 0.0332 0.0246 0.0158 0.0068 -0.0023 -0.0116 -0.0210 -0.0307 -0.0405

117 0.0417 0.0333 0.0248 0.0161 0.0072 -0.0018 -0.0110 -0.0204 -0.0299 -0.0396

118 0.0418 0.0335 0.0250 0.0164 0.0076 -0.0014 -0.0105 -0.0197 -0.0292 -0.0388

119 0.0419 0.0336 0.0252 0.0167 0.0080 -0.0009 -0.0099 -0.0191 -0.0284 -0.0380

120 0.0419 0.0338 0.0254 0.0170 0.0083 -0.0004 -0.0094 -0.0185 -0.0277 -0.0372

121 0.0420 0.0339 0.0256 0.0172 0.0087 -0.0000 -0.0088 -0.0179 -0.0270 -0.0364

122 0.0421 0.0340 0.0258 0.0175 0.0091 0.0004 -0.0083 -0.0173 -0.0263 -0.0356

123 0.0421 0.0342 0.0261 0.0178 0.0094 0.0009 -0.0078 -0.0167 -0.0257 -0.0348

124 0.0422 0.0343 0.0263 0.0181 0.0097 0.0013 -0.0073 -0.0161 -0.0250 -0.0341

125 0.0423 0.0344 0.0264 0.0183 0.0101 0.0017 -0.0068 -0.0155 -0.0243 -0.0333

126 0.0423 0.0346 0.0266 0.0186 0.0104 0.0021 -0.0064 -0.0150 -0.0237 -0.0326

127 0.0424 0.0347 0.0268 0.0189 0.0107 0.0025 -0.0059 -0.0144 -0.0231 -0.0319

128 0.0425 0.0348 0.0270 0.0191 0.0111 0.0029 -0.0054 -0.0139 -0.0225 -0.0312

129 0.0425 0.0349 0.0272 0.0194 0.0114 0.0033 -0.0050 -0.0133 -0.0218 -0.0305

130 0.0426 0.0350 0.0274 0.0196 0.0117 0.0037 -0.0045 -0.0128 -0.0213 -0.0298

131 0.0426 0.0352 0.0276 0.0198 0.0120 0.0040 -0.0041 -0.0123 -0.0207 -0.0292

132 0.0427 0.0353 0.0277 0.0201 0.0123 0.0044 -0.0036 -0.0118 -0.0201 -0.0285

133 0.0427 0.0354 0.0279 0.0203 0.0126 0.0048 -0.0032 -0.0113 -0.0195 -0.0279

134 0.0428 0.0355 0.0281 0.0205 0.0129 0.0051 -0.0028 -0.0108 -0.0190 -0.0272

135 0.0429 0.0356 0.0282 0.0208 0.0132 0.0055 -0.0024 -0.0103 -0.0184 -0.0266

136 0.0429 0.0357 0.0284 0.0210 0.0135 0.0058 -0.0020 -0.0098 -0.0179 -0.0260

137 0.0430 0.0358 0.0286 0.0212 0.0137 0.0062 -0.0016 -0.0094 -0.0173 -0.0254

138 0.0430 0.0359 0.0287 0.0214 0.0140 0.0065 -0.0012 -0.0089 -0.0168 -0.0248

139 0.0431 0.0360 0.0289 0.0216 0.0143 0.0068 -0.0008 -0.0085 -0.0163 -0.0242

140 0.0431 0.0361 0.0290 0.0219 0.0146 0.0071 -0.0004 -0.0080 -0.0158 -0.0236

141 0.0432 0.0362 0.0292 0.0221 0.0148 0.0075 -0.0000 -0.0076 -0.0153 -0.0231

142 0.0432 0.0363 0.0293 0.0223 0.0151 0.0078 0.0004 -0.0071 -0.0148 -0.0225

143 0.0433 0.0364 0.0295 0.0225 0.0153 0.0081 0.0007 -0.0067 -0.0143 -0.0220

144 0.0433 0.0365 0.0296 0.0227 0.0156 0.0084 0.0011 -0.0063 -0.0138 -0.0214

145 0.0434 0.0366 0.0298 0.0229 0.0158 0.0087 0.0015 -0.0059 -0.0133 -0.0209

146 0.0434 0.0367 0.0299 0.0230 0.0161 0.0090 0.0018 -0.0055 -0.0129 -0.0204
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147 0.0434 0.0368 0.0301 0.0232 0.0163 0.0093 0.0022 -0.0051 -0.0124 -0.0199

148 0.0435 0.0369 0.0302 0.0234 0.0165 0.0096 0.0025 -0.0047 -0.0120 -0.0193

149 0.0435 0.0370 0.0303 0.0236 0.0168 0.0099 0.0028 -0.0043 -0.0115 -0.0188

150 0.0436 0.0371 0.0305 0.0238 0.0170 0.0101 0.0032 -0.0039 -0.0111 -0.0183

151 0.0436 0.0372 0.0306 0.0240 0.0172 0.0104 0.0035 -0.0035 -0.0106 -0.0179

152 0.0437 0.0372 0.0307 0.0241 0.0175 0.0107 0.0038 -0.0031 -0.0102 -0.0174

153 0.0437 0.0373 0.0309 0.0243 0.0177 0.0110 0.0041 -0.0028 -0.0098 -0.0169

154 0.0438 0.0374 0.0310 0.0245 0.0179 0.0112 0.0045 -0.0024 -0.0094 -0.0164

155 0.0438 0.0375 0.0311 0.0247 0.0181 0.0115 0.0048 -0.0021 -0.0090 -0.0160

156 0.0438 0.0376 0.0313 0.0248 0.0183 0.0117 0.0051 -0.0017 -0.0086 -0.0155

157 0.0439 0.0377 0.0314 0.0250 0.0185 0.0120 0.0054 -0.0014 -0.0082 -0.0151

158 0.0439 0.0377 0.0315 0.0252 0.0188 0.0123 0.0057 -0.0010 -0.0078 -0.0146

159 0.0439 0.0378 0.0316 0.0253 0.0190 0.0125 0.0060 -0.0007 -0.0074 -0.0142

160 0.0440 0.0379 0.0317 0.0255 0.0192 0.0127 0.0063 -0.0003 -0.0070 -0.0138

161 0.0440 0.0380 0.0318 0.0256 0.0194 0.0130 0.0065 -0.0000 -0.0066 -0.0133

162 0.0441 0.0381 0.0320 0.0258 0.0196 0.0132 0.0068 0.0003 -0.0062 -0.0129

163 0.0441 0.0381 0.0321 0.0259 0.0197 0.0135 0.0071 0.0006 -0.0059 -0.0125

164 0.0441 0.0382 0.0322 0.0261 0.0199 0.0137 0.0074 0.0010 -0.0055 -0.0121

165 0.0442 0.0383 0.0323 0.0263 0.0201 0.0139 0.0076 0.0013 -0.0052 -0.0117

166 0.0442 0.0383 0.0324 0.0264 0.0203 0.0142 0.0079 0.0016 -0.0048 -0.0113

167 0.0442 0.0384 0.0325 0.0265 0.0205 0.0144 0.0082 0.0019 -0.0045 -0.0109

168 0.0443 0.0385 0.0326 0.0267 0.0207 0.0146 0.0084 0.0022 -0.0041 -0.0105

169 0.0443 0.0386 0.0327 0.0268 0.0209 0.0148 0.0087 0.0025 -0.0038 -0.0101

170 0.0443 0.0386 0.0328 0.0270 0.0210 0.0150 0.0090 0.0028 -0.0034 -0.0097

171 0.0444 0.0387 0.0329 0.0271 0.0212 0.0152 0.0092 0.0031 -0.0031 -0.0094

172 0.0444 0.0388 0.0330 0.0272 0.0214 0.0155 0.0095 0.0034 -0.0028 -0.0090

173 0.0444 0.0388 0.0331 0.0274 0.0216 0.0157 0.0097 0.0037 -0.0025 -0.0086

174 0.0445 0.0389 0.0332 0.0275 0.0217 0.0159 0.0099 0.0039 -0.0021 -0.0083

175 0.0445 0.0390 0.0333 0.0276 0.0219 0.0161 0.0102 0.0042 -0.0018 -0.0079

176 0.0445 0.0390 0.0334 0.0278 0.0221 0.0163 0.0104 0.0045 -0.0015 -0.0076

177 0.0446 0.0391 0.0335 0.0279 0.0222 0.0165 0.0107 0.0048 -0.0012 -0.0072

178 0.0446 0.0391 0.0336 0.0280 0.0224 0.0167 0.0109 0.0050 -0.0009 -0.0069

179 0.0446 0.0392 0.0337 0.0282 0.0225 0.0169 0.0111 0.0053 -0.0006 -0.0065

180 0.0447 0.0393 0.0338 0.0283 0.0227 0.0171 0.0113 0.0056 -0.0003 -0.0062

181 0.0447 0.0393 0.0339 0.0284 0.0229 0.0172 0.0116 0.0058 -0.0000 -0.0059

182 0.0447 0.0394 0.0340 0.0285 0.0230 0.0174 0.0118 0.0061 0.0003 -0.0056

183 0.0448 0.0394 0.0341 0.0287 0.0232 0.0176 0.0120 0.0063 0.0006 -0.0052
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184 0.0448 0.0395 0.0342 0.0288 0.0233 0.0178 0.0122 0.0066 0.0009 -0.0049

185 0.0448 0.0396 0.0343 0.0289 0.0235 0.0180 0.0124 0.0068 0.0011 -0.0046

186 0.0448 0.0396 0.0343 0.0290 0.0236 0.0182 0.0126 0.0071 0.0014 -0.0043

187 0.0449 0.0397 0.0344 0.0291 0.0238 0.0183 0.0128 0.0073 0.0017 -0.0040

188 0.0449 0.0397 0.0345 0.0292 0.0239 0.0185 0.0131 0.0075 0.0020 -0.0037

189 0.0449 0.0398 0.0346 0.0293 0.0240 0.0187 0.0133 0.0078 0.0022 -0.0034

190 0.0449 0.0398 0.0347 0.0295 0.0242 0.0189 0.0135 0.0080 0.0025 -0.0031

191 0.0450 0.0399 0.0348 0.0296 0.0243 0.0190 0.0137 0.0082 0.0028 -0.0028

192 0.0450 0.0399 0.0348 0.0297 0.0245 0.0192 0.0139 0.0085 0.0030 -0.0025

193 0.0450 0.0400 0.0349 0.0298 0.0246 0.0194 0.0141 0.0087 0.0033 -0.0022

194 0.0451 0.0401 0.0350 0.0299 0.0247 0.0195 0.0142 0.0089 0.0035 -0.0019

195 0.0451 0.0401 0.0351 0.0300 0.0249 0.0197 0.0144 0.0091 0.0038 -0.0016

196 0.0451 0.0402 0.0352 0.0301 0.0250 0.0198 0.0146 0.0094 0.0040 -0.0014

197 0.0451 0.0402 0.0352 0.0302 0.0251 0.0200 0.0148 0.0096 0.0043 -0.0011

198 0.0452 0.0403 0.0353 0.0303 0.0253 0.0202 0.0150 0.0098 0.0045 -0.0008

199 0.0452 0.0403 0.0354 0.0304 0.0254 0.0203 0.0152 0.0100 0.0048 -0.0005

200 0.0452 0.0404 0.0355 0.0305 0.0255 0.0205 0.0154 0.0102 0.0050 -0.0003

201 0.0452 0.0404 0.0355 0.0306 0.0256 0.0206 0.0155 0.0104 0.0052 -0.0000

202 0.0453 0.0405 0.0356 0.0307 0.0258 0.0208 0.0157 0.0106 0.0055 0.0003

Appendix B: The 99 different slopes obtained for the different values of R2

R
2

Slope

0.01 100

0.02 50

0.03 33.35

0.04 25

0.05 20

0.06 16.67

0.07 14.27

0.08 12.52

0.09 11.10

0.10 10

0.11 9

0.12 8.35

0.13 7.67

0.14 7.15

0.15 6.67
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0.16 6.25

0.17 5.90

0.18 5.56

0.19 5.21

0.20 5

0.21 4.76

0.22 4.52

0.23 4.35

0.24 4.15

0.25 4

0.26 3.85

0.27 3.73

0.28 3.58

0.29 3.48

0.30 3.35

0.31 3.24

0.32 3.13

0.33 3

0.34 3

0.35 2.87

0.36 2.8

0.37 2.73

0.38 2.65

0.39 2.56

0.40 2.52

0.41 2.44

0.42 2.38

0.43 2.33

0.44 2.25

0.45 2.24

0.46 2.15

0.47 2.13

0.48 2

0.49 2

0.50 2

0.51 2

0.52 2
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0.53 1.90

0.54 1.85

0.55 1.85

0.56 1.8

0.57 1.76

0.58 1.75

0.59 1.67

0.60 1.67

0.61 1.65

0.62 1.62

0.63 1.58

0.64 1.56

0.65 1.52

0.66 1.52

0.67 1.48

0.68 1.48

0.69 1.48

0.70 1.44

0.71 1.42

0.72 1.37

0.73 1.34

0.74 1.34

0.75 1.35

0.76 1.33

0.77 1.27

0.78 1.25

0.79 1.25

0.80 1.25

0.81 1.24

0.82 1.2

0.83 1.2

0.84 1.15

0.85 1.15

0.86 1.15

0.87 1.15

0.88 1.13

0.89 1.10
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0.90 1.10

0.91 1

0.92 1

0.93 1

0.94 1

0.95 1

0.96 1

0.97 1

0.98 1

0.99 1
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